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AUTOMATIC TEXT GENERATION

AUTOMATIC HEADLINE GENERATION 

USER COMMENT WORKFLOW

TEXT TO IMAGE SEARCH
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$1B revenue
3600+ employees

30+ news outlets
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Didier Orel
Innovation Project Manager

didier.orel@tamedia.ch 

Marcel Blattner
Chief Data Scientist

marcel.blattner@tamedia.ch
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Do automatic texts 
have some value
for our readers ?

AUTOMATIC TEXT GENERATION 
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T Hipsters Rednecks

39’996 texts
in 5 minutes

AUTOMATIC TEXT GENERATION - USE CASE VOTATIONS 
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AUTOMATIC TEXT GENERATION - USE CASE VOTATIONS 
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Zurich (2070)

Bern
Lausanne
Winterthur

Villars-sur-Glâne Flerden Maschwanden 

Zurich

50
%

50
%

98% of the 
municipalities

AUTOMATIC TEXT GENERATION - USE CASE VOTATIONS 
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AUTOMATIC TEXT GENERATION - LOCAL SPORT  USE CASE
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AUTOMATIC HEADLINE GENERATION

PropagationA/B Testing
For variation testing 

Automatic Headline
GenerationContent Elaboration

header
text

Headline v1

Headline v2

Headline v3

Audience A

Audience B

Audience C

Headline v2 Whole Audience AlgoJournalist

➊ ➋
➍

NESS / Unity

➌

➌

➌
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AUTOMATIC HEADLINE GENERATION
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AUTOMATIC HEADLINE GENERATION

Why ?
Tages Anzeiger style is very different 
than the CNN/Daily mail :

- Shorter (5.6 words vs. 12.7)
- More creative (Jaccard-Similarity of 

0.015 vs. 0.033)
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USER COMMENT WORKFLOW

6 million user comments / year

3 FTE for moderation only for 
Tages Anzeiger

  Develop comment classifier (toxic/nontoxic). 
→ Goal is to reduce workload (≈ 30%) for reviewers
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USER COMMENT WORKFLOW - ①  Toxic Comment detection
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USER COMMENT WORKFLOW - ①  Toxic Comment detection

Limitations and challenges

● Topic drift forces to re-train the model
● Deployment
● Monitoring

Spotted by the model but missed by the reviewer:

“Meines Wissens ist Köppels Frau keine reinrassige
Schweizerin, also werden es seine Kinder auch 
nicht sein….

Von wem wird ein solcher Widerling gewählt?”

Toxic Score: 0.89
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USER COMMENT WORKFLOW - ①  Toxic Comment detection - Model

CNN + Hot-One-Encoded Features

Isolated pre-training
(based on our data)

Preprocessing and normalisation

“Ja die Politiker haben ja Geld 
genug, aber wir Arbeiter sind die 
verarschten.”

1.

a.

b.

Prediction Layer

Non-Toxic
(score: 0.31)

Toxic
(score: 0.69)

3.

4.

B

A

Modelstream A and B 
are trained 
simultaneously 
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USER COMMENT WORKFLOW - ①  Toxic Comment detection - Model Bias

● Can we spot some significant model bias and stereotypical associations between 
neutral words and female/male politicians?

● Define  association strength between normalised vectors based on embedding 
process
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USER COMMENT WORKFLOW - ①  Toxic Comment detection
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 vs. positive association strength
 (sample) of male and female
 politicians

● Female politicians are more
 likely associated with negative
 gender neutral words

Cassis

Sommaruga

Average over all female politicians

Average over all male politicians

USER COMMENT WORKFLOW - ①  Toxic Comment detection - Model Bias

Removing the bias results in a 
model accuracy decrease (10%)
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TEXT TO IMAGE SEARCH

Current search tools are based on Metadata fields
Limitations :
- Tagging is heterogeneous
- Impossible to make multilingual search

Redaction

 4.6 million photos
Look for 
photos

DCH TPR MAG

... ...

Current search

Mix of 
- Text Embeddinb
- Image Embedding

Let’s rock Machine Learning

We partnered with  to study this question
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TEXT TO IMAGE SEARCH

1. Self-Supervised Learning
“Self-supervised learning is autonomous supervised learning. It is a representation learning approach that eliminates the prerequisite 
requiring humans to label data. Self-supervised learning systems extract and use the naturally available relevant context and 
embedded metadata as supervisory signals.”

● Images are described by noun phrases:
○ students
○ their iPads
○ the Steve Jobs school

Caption: "Students play with their iPads at the Steve Jobs 
school in Sneek August 21, 2013.”
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TEXT TO IMAGE SEARCH

2. Multi-lingual 

Aligned word vectors freely available at: https://fasttext.cc/docs/en/aligned-vectors.html
Loss in Translation: Learning Bilingual Word Mapping with a Retrieval Criterion
Joulin et al., EMNLP 2018

Figure from paper “Word Translation without Parallel Data”, Conneau et al., ICLR 2018
Code available at: https://github.com/facebookresearch/MUSE 

https://fasttext.cc/docs/en/aligned-vectors.html
https://github.com/facebookresearch/MUSE
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TEXT TO IMAGE SEARCH

3. Map embedded noun phrases and embedded images
Zero-shot Learning
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TEXT TO IMAGE SEARCH

Next

Article-to-image retrieval with transform network

● Fusion of multiple modalities (headline, lead, 
caption, body)

● Adding attention mechanism

From research to production

● Integration of the models into Tamedia’s digital 
asset management software

https://docs.google.com/file/d/1yM37MAtH2ZUGZ7tOZ69EpJ_E-WGXinAy/preview
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