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Overview

1) Motivation

2) Neologism Detection for German

3) Coupling Neologisms with Sentiment Analysis 

4) Neologism Detection for English

5) Tracing the Neologism

6) Topic modeling 

7) Conclusions
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1. Motivation

Correlation: Attention to political issues ~ salience of topics

But words and language themselves change over time

1) We track the introduction of new terms (MWT)

    We detect their invention/fi xation, and sources

    New terms often indicate a new perspective. 

    We detect shift of topics or tonality:

2) Changing associations according to sentiment detection

3) Changing associations according to co-occurrence statistics & topic-modelling

For this study, we conduct this analysis for German and English 

    using news corpora (Swiss media and New York Times/CNN)
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2. Neologism Detection for German

– Definition elements of neologism:

– New term, but not ad-hoc created occasionalism

– We define the following criteria:

– Neologisms should be new (i.e. not occur in an assembled lexicon of 
“known words”)

– Neologisms should occur repeatedly and in multiple sources

– German very productive, especially noun compounds

Fussball + Europameisterschaft  = Fussballeuropameisterschaft

– Method:

– First idea: Single-unit words are relatively easy to detect if occurring the 
first time (relative to what?)

– But: Abundance requires different forms of filtering
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Neologism Detection for German: Schema

Schema for the detection of German neologisms within the SMD corpus

- Timeframe: 2004-2014
-  3 major Swiss newspapers
 (NZZ, Tages-Anzeiger, Blick)
- ~ 1.2 Mio articles
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Neologisms: filtered candidates
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Neologisms: Party preferences

Party Term

Scheininvalide Heiratsstrafe
Weissgeld-
strategie

Superreich Rentenklau

SVP 0.88 0.56 0.52 0.47 0.43

FDP 0.29 0.54 0.66 0.42 0.43

CVP 0.24 0.81 0.3 0.25 0.43

SP 0.45 0.45 0.56 0.67 0.86

Conditional probability for parties, given the neologism, i.e., 



13/06/16 Linguistically motivated Trend Identification, Schneider/Amsler, SwissText 2016 Page 8

Institute of Computational Linguistics

Neologism Detection for German: interim results

– Simple but effective approach

– Definition criteria seem to potentially scrape out good candidates 

– Proves to be applicable also to smaller subsamples of the corpus

→ produces even better candidate lists

– Considering the found neologisms in the All_party_subcorpus we also 
point to the fact that they represent strong stance and conjure up 
derogatory associations
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Neologisms: Results II

Party Term

Scheininvalide Heiratsstrafe
Weissgeld-
strategie

Superreich Rentenklau

SVP 0.88 0.56 0.52 0.47 0.43

FDP 0.29 0.54 0.66 0.42 0.43

CVP 0.24 0.81 0.3 0.25 0.43

SP 0.45 0.45 0.56 0.67 0.86

Conditional probability for parties, given the neologism, i.e., 
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3. Coupling Neologisms and Sentiment Analysis
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Coupling Neologisms and Sentiment Analysis

– We focus on the influence of the neologism “Scheininvalide” (people 
pretendig disability)

– Setting: 

– from all the articles with mentions of a major party of the government 
we filter the ones with the mention of the disability insurance (“IV”, 
“Invalidenversicherung”)

– We compare the overall tonality in the coverage containing or lacking 
the neologism

– We apply a sentiment analysis based on a system which has already 
has been tested and on other similar cases (see Klenner et al. 2014, 
Wueest et al. 2014)
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Results of overall tonality analysis
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Comparison: What leads to the observed negativity?
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Neologism and Sentiment Analysis

– Clearly more negative overall tonality of the articles with “Scheininvalide”:

– Negative percentage increases from 28% to 48%

– Also decrease of positive coverage: from 32% to 18%

– Inspection in negative articles reveals the shift in the topic and the 
aspects made salient respectively
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4. Neologism Detection for English
– English compound nouns are written as 2 words, unlike in German

– Compound nouns are a major method for creating neologisms

– Noun-noun sequences have tremendously increased

– They typically derive from a more complex paraphrase, often involving a preposition

4. Neologism Detection for English
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Neologism Detection in ARCHER corpus (1600-2000)
– New noun compound candidate = noun-noun sequence licensed by paraphrase

– Permitted: those which also pass manual evaluation 

4. Neologism Detection for English
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Tracing the example of 'climate change'
– We now look at the career, life cycle, salience, associations of one neologism 

– Salience: frequency in NYT corpus (1987-2007, per 1 mio words) 

5. Tracing a neologism
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O/E and T-score as overuse measure

Associations per period

– We split the NYT climate change data into 2 periods: 19=1987-1999 & 20:2000-07

– E(xpected) is homogenous distributions

– Foreach noun compound: how over- or underused is it?

– Overuse 19, and overuse 20, sorted by T-score*F

– Semantic classification

– Core, e.g. carbon dioxide, climate change

– Solution frames, e.g. energy efficiency, fuel economy

– Culprits= problem frames e.g. energy use, power plant

– Political action, e.g. climate treaty, energy policy

– Scientific voice, e.g.  research group, climate research

– Other environmental issue, e.g. ozone layer, drinking water

– Criticism, e.g. greenhouse theory, energy bill
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Concepts per semantic group among top 50

Associations per period

– Semantic classification top from 19 data top two from 20 data
– Core, e.g. carbon dioxide, climate change, sea ice
– Solution frames, e.g. energy efficiency, fuel economy, wind power
– Culprits= problem frames e.g. energy use, power plant, auto industry
– Political action, e.g. climate treaty, energy policy, task force
– Scientific voice, e.g.  research group, climate research, climate science
– Other environmental issue, e.g. ozone layer, drinking water, --
– Criticism, e.g. greenhouse theory, energy bill, energy crisis



13/06/16 Linguistically motivated Trend Identification, Schneider/Amsler, SwissText 2016 Page 22

Institute of Computational Linguistics

Yesterday's neologisms are today's keywords

Associations per period

Multiword expression (Sag et al. 2002) often offer a better unit of analysis 
than tokens. …  it is usually easier and more reliable to automatically 
group together pairs or triples of words that occur together more often than 
one would expect by chance  (Schwartz & Ungar 2015: 84)

There are some documents for which the most relevant keywords are 
monograms. For example a document on “Tiger”, “Sun”, “football”, etc. …
On the other hand, for documents on “Static web page” or “cricket world 
cup”, there is no mono-gram keyword which can give proper clue about 
the document. For this type of documents, bi-gram or tri-gram keywords 
best serve the purpose, thus mono-grams must not be included. (Das et 
al. 2013: 240)



13/06/16 Linguistically motivated Trend Identification, Schneider/Amsler, SwissText 2016 Page 23

Institute of Computational Linguistics

Overuse by features of binary document classification

Associations per period (extra)

– Logistic regression, using all words: > 90% correct prediction of period
– Most word features are trivial, and not useful. The few interesting ones are noun compounds
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Overuse by features of binary document classification

Associations per period (extra)

– Logistic regression, only noun-compund: 83 % correct prediction of period
– Most noun compound features are useful and interesting → keywords
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LDA (Latent Dirichlet Allocation) with 5 topics

6. Topic Models

Each of the 102271 paragraphs from our NYT data (all 6080 articles 
containing climate change or global warming) as separate doc for LDA 
(Blei et al 2003, Stevens et al. 2012). With 5 topics, weight & keywords:

0       0.19585 climate warming global change emissions greenhouse gases united 
carbon countries scientists world report dioxide states nations dr heat treaty 

1       0.10515 mr people york book time life city good university home ms day 
science back don dr years editor school 

2       0.15109 years water ice dr sea species scientists year arctic north people 
long university climate million time ago ocean land 

3       0.14514 energy carbon emissions power percent companies oil gas company 
dioxide coal industry million year environmental fuel billion plants reduce 

4       0.18824 mr bush president administration environmental house united states 
white global american policy change state climate clinton issue political 
government 



13/06/16 Linguistically motivated Trend Identification, Schneider/Amsler, SwissText 2016 Page 26

Institute of Computational Linguistics

LDA Topics change over time

6. Topic Modelling

Interpretation:

0 – change is looming: [-]

1 – daily matters: [+] climate 
     change now part of it

2 – science

3 – carbon emissions [+]

    We know we really should

4 – politics: no change



13/06/16 Linguistically motivated Trend Identification, Schneider/Amsler, SwissText 2016 Page 27

Institute of Computational Linguistics

6. Topic Models

100 topics, selection

- Many specific topics are 
easy to interpret

- Not all are easily 
interpretable

- some topics are closely 
related

Discussion:

Investigating the 
development of individual 
terms as we have done 
provides an important 
addition

- hierarchical models

- interactive models
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6. Topic Models

Topic Model using noun compounds only, 5 topics

0 0.03366 climatechange seaice sealevel iceage vicepresident icesheet warmingtrend 
climatesystem icecap carbondioxide jetstream tippingpoint surfacetemperature etal journalnature 
whitecity levelrise inconvenienttruth journalscience 

1 0.04047 fueleconomy climatechange carbondioxide vicepresident autoindustry 
fuelefficiency energypolicy energybill windpower powerplant energyefficiency modelyear 
airpollution energyuse gasmileage energyplan windfarm energyindependence oilconsumption 

2 0.04048 healthcare vicepresident summitmeeting climatechange newsconference 
taxcut massdestruction missiledefense healthinsurance securityadviser cellresearch 
majorityleader attorneygeneral stockmarket deathpenalty business administrationofficial 
childcare debtrelief 

3 0.01339 tomorrownight org music drinkminimum titlerole sciencefiction soloshow 
artworld tenorsaxophonist groupshow art titlecharacter climatechange dance icecream settonight 
rockstar picturecaption museumadmission 

4 0.07709 carbondioxide climatechange greenhouseeffect ozonelayer airpollution 
greenhousegas energyefficiency warmingtrend climatetreaty sulfurdioxide energyuse 
populationgrowth rainforest trapheat acidrain newsconference vicepresident heatwave 
scienceadviser 
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Conclusion

– We have developed several methods to detect neologisms in German 
and English, especially suited for media news text

– We used therefore news text corpora (and general corpora) to 
automatically create candidates at a manageable scale 

– We further measured the influence of the neologism in the public 
discourse using sentiment analysis, overuse stats and topic modeling

– Noun compounds as particularly important keywords (fixed, stance)

– We will pursue a similar strategy to detect and trace syntactical n-
grams aiming at the detection of arguments in forms of fixed phrases

– We need furthermore a coupling with a citation extraction and 
attribution system for a more fine-grained analysis of the news text to 
keep genuine journalistic content and citations apart. 
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Thank you for your attention!

Questions?
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